Neighbourhood effects on the demand of e-scooter services - A comparison between spatial regression models and convolutional neural network (CNN)
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Extended Abstract
In recent years, a new generation of shared micromobility, i.e., shared electric scooters or shared e-scooters, has rapidly become popular in many cities globally. As a result, the number of publications on the subject has recently increased in an effort to understand this emerging travel mode. However, more research is needed to better understand the role shared electric scooters play in the transport system to provide city planners, operators and decision-makers with information to strengthen the positive impacts and mitigate the negative ones.

In this paper, we develop two different types of models, deep learning-based and econometric-based, to identify the relation between the demand for e-scooter sharing and built environment characteristics. The results specify the spatial distribution of e-scooter sharing trips over different city neighbourhoods. The estimated (trained) models are then used to predict e-scooter sharing demand for a new city. The prediction results will help get insight into defining the geographical boundary of e-scooter sharing before its expansion to a city. Moreover, we compare the performance of a deep learning method with spatial regression in terms of both fit and prediction power.

Different studies have focused on different aspects of e-scooter sharing mobility, such as substitution patterns (see, e.g., Fitt & Curl, 2019; Zuniga-Garcia & Machemehl, 2020), trip characteristics (see, e.g., Liu et al., Engdahl et al., 2020, Maxwell, 2019; Younes et al., 2020), purpose of trips (McKenzie, 2019), environmental effects of e-scooters (Hollingsworth et al., 2019; Griswold, 2019; Møller & Simlett, 2020), parking issues (Fang et al., 2018; James et al., 2019; Brown et al., 2020), safety (Badeau et al., 2019; Blomberg et al., 2019; Bekhit et
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al., 2020), and effects of Covid (Li et al., 2021). Recently, Li et al. (2022) have made an extensive comparative study of e-scooter sharing mobility across 30 European cities.

In this study, we use spatial regression and convolutional neural network (CNN) to estimate the spatial distribution of demand for e-scooter sharing over different city neighbourhoods accounting for spatial dependencies of different neighbouring zones and non-linear effects of the spatial characteristics on the demand. Prior works on e-scooter spatial distribution (see, e.g., Jiao & Bai, 2020; Bai & Jiao, 2020) do not account for spatial dependencies. In the context of electric bike-sharing, Caspi et al. (2020) use spatial regression to account for spatial dependencies when estimating the distribution of e-bike sharing demand. They predict the demand using both spatial regression and random forests. However, the classical random forest algorithm, introduced by Breiman (2001), does not account for spatial dependencies while CNN does and, therefore, provides a similar foundation to compare the classical spatial regression models with machine learning/deep learning methods. We test the prediction on several cities and evaluate the predictive power of the models. To the best of our knowledge, our work is the first to conduct this comparison in the e-scooter sharing context and perform out-of-sample prediction.

This paper contributes to the existing literature on e-scooters in three main ways. First, identifying built environment characteristics on e-scooter sharing demand using spatial regression and CNN. Second, predicting the demand for e-scooter sharing and its spatial distribution for a new city. Third, comparing the performance of machine learning/deep learning methods such as CNN with the theoretical models used in spatial econometrics. These empirical comparative studies shed light on the strengths and weaknesses of using each method in different contexts in transport studies.

**Methods**

We aim to compare the performance of a CNN against a spatial regression model in quantifying the neighbourhoods’ characteristics that affect the demand for e-scooter sharing as well as their out-of-sample predictive power when predicting the e-scooter sharing demand for a new city. The models describe a relation between the number of bookings (dependent variable) and sociodemographic and spatial characteristics of the neighbourhoods (explanatory or independent variables). There has been a growing recognition in employing spatial econometrics in the presence of spatial dependencies or spatial autocorrelation in transport studies (see, e.g., Caspi et al., 2020; Becker et al., 2017). Spatial dependencies exist if the value of the variable of interest at a given location is dependent on the values of the same variables at other locations in the system. In this case, the number of e-scooter sharing bookings in a given neighbourhood not only depends on the spatial characteristics of its neighbourhood but also on the number of bookings in the adjacent neighbourhood. Spatial econometrics accounts for spatial dependencies (autocorrelation) and spatial heterogeneity in regression models (Anselin, 2001).

Convolutional neural network (CNN) is a class of artificial neural networks that has become dominant in various computer vision tasks. There are several reasons to use CNN instead of simpler machine learning methods such as random forest algorithm. The first reason is that CNN makes an assumption about the locality of pixel dependencies which means that
neighboring pixels tend to be correlated while faraway pixels are usually not correlated (Krizhevsky et al., 2012). Therefore, CNN can be used to capture special dependencies as spatial regression does. Moreover, most machine learning methods require an initial feature selection step before building a model whereas CNN has the ability to automatically discover multiple levels of joint representation of the input data. The final reason is computational efficiency. Due to a set of convolution operations, the dimensionality of the data shrinks significantly and the number of parameters to be learned decreases as well, leaving only those which have the biggest impact on the classification or prediction power. Further, to assess the neighborhood's characteristics that might correlate with the demand for e-scooter sharing, we will make use of state-of-the-art methods for the interpretation of deep learning methods, in our case CNN. The interpretation methods such as Layer-wise relevance propagation (Bach et al., 2015) help to better understand “why” the model arrives at a certain prediction and how much each feature in the input data (e.g., a pixel) contributes to the prediction of the model.

Data

There are three primary data sources for this project: e-scooter sharing booking data, geo-coded data on sociodemographic and urban points of interest.

The first database is the e-scooter sharing booking data containing the following variables for each rental: vehicle ID, starting and ending time of the rental, geographic position of vehicles at the start and end time. The data are from different operators, including 16 different cities located in Europe and North America, from different operators, resulting in approximately 10 million vehicle movements. This rich data enable us to do comparative studies that are essential to understanding the underlying drives for e-scooters demand and usage patterns as well as performing out-of-sample prediction to compare the predictive power of the models.

The second database is hectare-based geo-coded sociodemographic such as age and gender distribution, income distribution and the number of workplaces. The third database is Open Street Maps where geo-coded data of points of interest such as the number of residential and commercial buildings as well as transport-related variables such as the number of public transport stops available. The goal is to locate all three data sources in a grid of hectare-sized cells over the operating area of the e-scooter services.

Expected results

We are in the process of preparing, merging, and analysing the data as prerequisites for modelling efforts. We will continue by estimating spatial regression and CNN models on Gothenburg. The estimated model will be used to predict the distribution of bookings in Stockholm, Paris and Berlin.
In this section, we present some results of descriptive analysis of the datasets of Gothenburg. Figure 1 shows the distribution of the average number of rentals per day.

Fig. 1. Average number of rentals per day in Gothenburg

As mentioned above the provided datasets contain individual vehicle IDs for all of the trips within the datasets, which enable us to analyse data of individual e-scooters. Further, the so-called state of charge (SoC) at every trip are also included in the datasets. The SoC is a dimensionless number indicating the level of charge of the scooters’ electric battery relative to its capacity. Charging trips, i.e., trips with a SoC at the beginning larger than the SoC at the end of the trip.

The average number of trips per hour for each city analysed can be seen in Figure 2. It can be observed that there seem to be a trend of e-scooters being mostly used around 15:00 for most of the cities, with a local minimum at the early hours of 00:04 to 06:00.
The mean rent duration for the different cities is compared in Figure 2, where Paris seems to have the longest mean trips of the cities analyzed. Paris is the city with the largest Built-Up Land area[1]. In Figure 3, the cities are ordered (descending) from left to right of Built-Up Land area. As can be seen, there seems to be no relation between built-up land area and e-scooters rental duration.
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